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Abstract 

Wear particle image analysis is an effective and reliable method for equipment condition monitoring and fault diagnosis. Segmenting 

wear particle from image is an important but challenging problem. In this paper, a two-stage wear particle image segmentation strategy 

is presented, which consists of a rough segmentation stage and a fine segmentation stage. In the first stage, a wear particle image is 

divided into blocks, and clustering method is used to group blocks. This stage aims to get the rough boundary of the wear particle. In 

the second stage, color gradient is introduced into GVF snake to establish color GVF snake model, and rough boundary from the first 

stage is used as initial contour. This stage tries to extract the accurate boundary of the wear particle. Experimental results shows that 

the method proposed in this paper offers an accurate, minimally interactive, and efficient scheme for wear particle image segmentation, 
and increases the quality of wear particle image segmentation in compare with some state-of-art segmentation methods. 
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1 Introduction 

 
By analyzing the wear particles in the lubricant oil, wear 
condition, wear mode, and wear mechanism of mechanical 
equipment can be estimated, and according to these 
information, equipment condition monitoring and fault 
diagnosis can be achieved [1-3]. For the effective 
accomplishment of the task, wear particle image analysis 
offers the most promising prospects for success. By 
analyzing the wear particle image, wear particle features, 
such as shape feature, texture feature, and color feature, 
can be extracted. According to these features, wear particle 
type can be recognized, and wear faults can be diagnosed 
intelligently [4-8]. Wear particle image analysis contains 
three steps: image segmentation, feature extraction, and 
wear particle classification. Wear particle image 
segmentation is the first step, and is also a very important 
step. The results and accuracy of wear particle image 
segmentation can affect the feature extraction, 
classification and recognition of wear particle directly. 

Image segmentation is the process of dividing the 
interested region of the image from its background, in 
order to delineate or extract features of the region. Snakes 
or active contour models [9], have gained significant 
attention and are widely used in many applications, 
including image segmentation [10, 13], edge detection 
[14, 15], shape modelling [16, 17]. In the process of image 
segmentation, snake is an energy-minimizing curve 
controlled by the internal force and the external force that 
pull it towards the object’s boundary in the image. In order 
to solve the problems associated with initialization and 
poor convergence to boundary concavities, Xu and Prince 
developed a new external force, called gradient vector flow 
(GVF) [18, 19], which largely solves the problems. 
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In order to improve the accuracy of wear particle image 
segmentation, this paper proposed a two-stage strategy, 
which consists of a rough segmentation stage and a fine 
segmentation stage. In the rough segmentation stage, the 
wear particle image is divided into blocks, and the rough 
boundary of the wear particle can be got by using block 
clustering method based on color and texture features. In 
the fine segmentation stage, the wear particle rough 
boundary is used as the initial contour of the GVF snake 
model, and color gradient of the image is added into the 
model. At last, accurate of the wear particle can be 
extracted after iteration. 
 
2 Wear particle image rough segmentation 
 
The aim of wear particle image rough segmentation is to 
determine the rough boundary of the wear particle in the 
image, and use it as the initial contour of the GVF snake 
model. In the rough segmentation stage, first, the wear 
particle image is divided into non-overlapping blocks with 
M×M pixels, and there exists N blocks in the image. In 
order to make a compromise between effectiveness and 
computation time, the size of the block is 5×5. Second, 
color feature and texture feature are extracted for each 
block. At last, the k-means clustering method is applied to 
the set of blocks, and these blocks can be grouped into 
several clusters. After clustering, the rough boundary of 
wear particle image can be located. 
 
2.1 COLOR FEATURE EXTRACTION 
 
Color feature, the basic and direct feature of color image, 
has been widely used in color image segmentation. Color 
feature extraction is always executed in RGB color space, 
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but the values of R, G, and B components have no direct 
relationship with the three basic visual characteristics 
(luminance, hue, saturation) [20]. In this paper, the color 
feature is calculated in the CIE La*b* color space, which 
is more coincident with human visual characteristic. 

The color feature includes three average values of the 
color component in a block, i.e., the L, a*, b* components 
in the CIE La*b* color space. For each block

( ... )iB i =1,2, ,N , the color feature vector 
iC  is defined as: 
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2.2 TEXTURE FEATURE EXTRACTION 

 

The delineation of texture depends on scale strongly, and 

in order to reduce the sensitivity to scale, the texture can 

be described using multi-scale methods. Wavelet 

transform is a very important texture feature extraction 

method that based on signal processing, and has been 

widely used in image texture feature extraction. In this 

paper, in order to extract the texture feature, a wavelet 

transform is applied to the L component. After a one-level 

transform, the image is decomposed into four frequency 

bands: LL, LH, HL, and HH. For each block iB , its texture 

feature is defined as: 
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where, _

i

j LHc , _

i

j HLc , and _

i

j HHc  denote the band 

coefficients of pixel 
i

jp  in block 
iB  

  

a) Original wear particle image b) Binary image after rough segmentation 

  

c) Wear particle image rough segmentation result d) Rough contour of wear particle 

FIGURE 1 Wear particle image rough segmentation 

 

After the extraction of color feature and texture feature, 

each block of wear particle image has 6 features. Using k-

means clustering method, the wear particle image rough 

segmentation can be achieved. In this paper, the goal of 

image segmentation is to divide the middle sever sliding 

wear particle in Figure 1a from its background. Figure 1b 

presents the binary image after rough segmentation. Figure 

1c shows the result of wear particle image rough 

segmentation. Figure 1d presents the rough contour of 

wear particle acquired by wear particle image rough 

segmentation. 

 

3 Color gradient 

 

In grey level images, the gradient is defined as the first 

derivative of the image luminance. It has a high value in 
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those regions exhibiting high luminance contrast. 

However, this strategy is not suitable for color images. 

Simply transforming color images into grey level images 

by taking the average of three channels and applying the 

grey level image gradient operator does not provide 

satisfactory results. 

In this paper, color gradient adopts the definition in 

[21]-[23]. In contrast to previous approaches, the color 

gradient is defined in Luv color space rather than RGB 

color space, because Euclidean metric and distance are 

perceptually uniform in Luv color space, which is not the 

case in RGB color space. 

For a color image Let 3( ) :x, y  be a color image, 

based on classical Riemannian geometry results. The 
2L  

norm can be written in matrix form 
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 
 contains the coeffici-

ents of the first fundamental form in the color space and is 

also referred to as the local structure tensor. It locally sums 

the gradient contributions from each image channel. Here

1 , 
2 , and 

3  are intensities of each channel for any 

pixel in the image. The quadratic form Equation (3) 

achieves its extreme changing rates in the directions of the 

eigenvectors of matrix ,i jg   , and the changing 

magnitude is decided by its eigenvalues   and  . The 

eigenvalues can be expressed by 
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The color gradient at any pixel can be expressed as 
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where L, u, and v are the three image channels of Luv color 

space. 

 

 

  
a) Grey gradient b) Color gradient 

FIGURE 2 Wear particle image gradient 

 

Figure 2 illustrates the role and importance of the color 

gradient function in driving the curve evolution for a snake 

model. The color gradient representation (Figure 2b) for 

the wear particle image (Figure 1a) results in more 

prominent boundary compared to the corresponding grey 

gradient (Figure 2a). 

4 Wear particle image fine segmentation 

 

4.1 SNAKE MODEL 

 

Snakes, or active contours, are curves defined within an 

image domain that can move under the influence of 
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internal forces coming from within the curve itself and 

external forces computed from the image data. There are 

two general types of active contour models: parametric 

active contours and geometric active contours. In this 

paper, parametric active contour is used. A traditional 

snake is a curve  ( ) ( ) ( )s = x s , y sx , [0,1]s , and it moves 

through the spatial domain of an image to minimize the 

energy. The energy function can be defined as: 

1

snake int ext
0
( ( ( )) ( ( )))E E s E s ds  x x , (9) 

where, 
intE  denotes the internal energy, and 

extE  denotes 

the external energy. 

The internal force 
intE  is used to maintain the 

continuity and smoothness of the active contour during its 

deformation process. It can be defined as: 

 2 2

int

( ) ( )

2

s s
E

  


x x
, (10) 

where,   and   are weighting parameters that control 

the snake’s tension and rigidity respectively. ( )sx  and 

( )sx  are the first and second derivatives of ( )sx  with 

respect to s . 

The external force 
extE  is derived from the image so 

that it takes on its smaller values at the features of interest, 

such as boundaries. It is often defined as: 

 ext ( ) ( )x,yE G I x,y    , (11) 

where, I is the original image, 
( )x,yG

 is the two-

dimensional (2-D) Gaussian kernel with   as its standard 

deviation, and   is a gradient operator. 

The goal of the computation is to find the local minima 

of
snakeE , defined in Equation (9). Based on Euler-Lagrange 

principle, Equation (9) has a minimum when 

ext( ) ( ) ( ( )) 0s s E v s    x x ,  (12) 

where, ( )s x  and ( )s x  denote the first and second 

derivatives of ( )sx  with respect to s , respectively. 

In order to solve the Equation (12), the snake is made 

dynamic by defining x  as the function of time t  and s . 

Then, the partial derivative of x  with respect to t  is then 

set equal to the left hand side of Equation (12) as follows: 

ext( , ) ( , ) ( , ) ( ( , ))t s t s t s t E s t    x x x x ,  (13) 

The solution to Equation (13) can be achieved by 

solving the discrete equations iteratively. 

 

4.2 GRADIENT VECTOR FLOW 

 

The traditional snake model has two difficulties. First, the 

initial contour must be close to the true boundary. Second, 

active contours have difficulty processing into boundary 

concavities [18, 19]. In order to solve these problems, Xu 

and Prince proposed a new external force, which called 

gradient vector flow. The gradient vector flow is defined 

as a vector field  ( ) ( ), ( )x, y u x, y v x, yv  that minimizes 

the energy function: 

2 22( ) f f dxdy      v v ,  (14) 

where, 2 2 2 2 2x y       is the Laplacian operator, 

and is applied to each spatial component of v  separately. 

f is an edge map derived from the original image I. This 

edge map can be either gray level or binary valued. It is 

computed using  ( ) ( )x,yG I x,y  .  ( ) ( )x,yG I x,y   

is the gradient of the image I  after Gaussian smoothing, 

with variance   and mean 0. When f  is small, the 

energy is dominated by 
2 v , yielding a slowly varying 

field. On the other hand, when f  is large, the second 

term dominates the integrand, and is minimized when

f v . The parameter   is a regularization parameter 

governing the trade off between the first term and the 

second term in the integrand. 

 

4.3 COLOR GVF SNAKE 

 

Using Equation (13) as a starting point to define the color 

GVF snake, the external force 
extE  in Equation (13) is 

replaced with a color GVF field v  in Luv color space, 

yielding 

( , ) ( , ) ( , )t s t s t s t    x x x v , (15) 

In color GVF snake,   in Equation (14) is the Luv 

color gradient defined in Equation (7). The initial snake 

contour is obtained from wear particle image rough 

segmentation stage. By applying calculation of variation, 

it can be shown that minimizing the integral in Equation 

(14) is equal to solving the following equations: 

2 2 2( )( ) 0x x yu u f f f     , (16) 

2 2 2( )( ) 0y x yv v f f f     , (17) 

Equation (16) and Equation (17) can be solved by 

treating u  and v  as functions of time and solving 
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2

2 2

( ) ( ) [ ( ) ( )]

[( ( ) ( ) )]

t x

x y

u x, y,t u x, y,t u x, y,t f x, y

f x, y f x, y

    


, (18) 

2

2 2

( ) ( ) [ ( ) ( )]

[( ( ) ( ) )]

t x

x y

v x,y,t v x,y,t v x,y,t f x,y

f x,y f x,y

    


. (19) 

In order to set up an iterative solution, let the indexes i, 

j, and n corresponding to x, y, and t, respectively. And let 

the spacing between pixels be x , y , and the time step 

for each iteration be t . 

The steps associated with wear particle fine segmenta-

tion stage are as follows: 

1) The original image is transformed from RGB color 

space to Luv color space. 

2) The edge map is computed of the transformed image 

according to the color gradient and Gaussian smoothing. 

3) The rough boundary obtained from the rough 

segmentation stage, is used as the initial contour to start 

the color GVF snake. Because the initial contour is close 

to the accurate boundary, it can converge quickly and 

provide clear, inherently connected, and smooth contour. 

 

5 Experiment results 

 

In this section, the experimental results are presented for 

demonstrating the performance of the proposed method in 

this paper, and comparing the performance of several state-

of-art image segmentation algorithms with the proposed 

method in this paper. 

 

 

  
a) Initial boundary b) Boundary after 5 iterations 

 
 

 

c) Boundary after 10 iterations d) Final boundary 

FIGURE 3 Wear particle image segmentation using color GVF snake 

 

Figure 3 shows wear particle image segmentation using 

color GVF snake to segment the wear particle image 

Figure 1a. The red boundary in Figure 3a is the result of 

wear particle image rough segmentation, and it is used as 

the initial contour for color GVF snake model. Figure 3b 

shows the iterative result after 5 iterations, and Figure 3c 

shows the iterative result after 10 iterations. The last image 

Figure 3d is the iterative result after 25 iterations, and it is 

the final boundary. It can be seen from Figure 3 that even 

for the wear particle image have complex background, a 

complete separation of wear particle and the background 

within a picture can be fulfilled by the proposed two-stage 

strategy. 
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a) Mean-shift algorithm b) Traditional watershed algorithm 

  

c) Marked-based watershed algorithm d) Threshold algorithm 

FIGURE 4 Wear particle image segmentation comparison 

 

In Figure 4, the performance of several state-of-art 
image segmentation algorithms is shown. Figure 4a shows 
the segmentation result of mean-shift algorithm [24]. The 
segmentation result using the traditional watershed 
algorithm is shown in Figure 4b. Figure 4c shows the 
segmentation result of marked-based watershed algorithm 
[25]. The segmentation result using the threshold 
algorithm is shown in Figure 4d. The result shows that the 
mean-shift segment the wear particle accurately, including 
even the holes within the wear particle region, and that 
means the wear particle has been oversegmented. 
However, to achieve accurate result, human intervention is 
required for manually merging the oversegmented regions. 
The watershed algorithm oversegments the wear particle 
image into a myriad of small regions, and that is 
impractical for application. Marked-based watershed 
algorithm was proposed to resolve oversegmentation 
problems. In wear particle image segmentation, it reduces 
the number of oversegmented regions significantly 
compared with traditional watershed algorithm, but still 
requires region merging to achieve useful result. The 
threshold algorithm gets the best segmentation result in 
comparison with the three other algorithms, but it still have 
oversegmentation problem. In the experiments, the two-
stage method proposed in this paper provides the most 
accurate segmentation result, and maintains smooth 
boundary. 
 
6 Conclusion 
 
Wear particle image segmentation is an important stage in 
wear particle analysis based on image analysis. This paper 

has presented a two-stage strategy for wear particle image 
segmentation, which includes rough segmentation stage 
and fine segmentation stage. In the rough segmentation 
stage, the wear particle image is divided into blocks, 
clustering method is used to segment the image based on 
color and texture features of blocks, and the rough 
boundary is got at the end. In the fine segmentation stage, 
the rough boundary is treated as the initial contour, color 
gradient is introduced into the GVF snake model, and color 
GVF snake model is established and used to get the 
accurate wear particle boundary after iteration. 
Experimental results shows that the method proposed in 
this paper offers an accurate, minimally interactive, and 
efficient scheme for wear particle image segmentation. 
Following issues will be considered in the future research. 
First, more image attributes will be incorporate as features, 
and be added into the existing joint feature vector. Second, 
the applicability of the proposed method will be further 
extended, and be made more robust and practical. 
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